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Executive Summary

The ability to detect buses in oncoming traffic in real-time offers unique opportunities to improve overall traffic flow in urban environments. Buses regularly disrupt traffic flow as they pickup and discharge passengers. Yet, if traffic flows at a given intersection are not simultaneously blocked in multiple directions, there are often traffic signal control decisions that can be taken adaptively to minimize these disruptive effects (e.g., by servicing cross traffic) and reduce overall traffic congestion. Existing adaptive traffic signal control systems do not attempt to recognize and act upon the presence of buses in incoming traffic streams. Alternatively, existing approaches to bus prioritization start from the assumption that bus movement trumps all other vehicles, give no attention to how disruptive it is to overall traffic flow to keep buses moving, and relies on additional hardware, both within the vehicles and at each intersection.

This report describes progress made toward the development of the ability to use video streams from commercial traffic cameras to detect the presence of buses in real-time and to incorporate this information into an adaptive traffic signal control scheme. We focus specifically on analysis of video camera frames produced by the Traficon cameras mounted at the East Liberty pilot site of the Surtrac adaptive traffic signal system [26] and on the use of detected bus presence information within the Surtrac system. Surtrac implements a novel, decentralized approach to adaptive signal control that is designed for urban (grid) road networks. It provides real-time (second-by-second) response to observed traffic flows at individual intersections [34] while exploiting communication together with simple coordination protocols to achieve synchronized network behavior [32]. The initial Surtrac field test in East Liberty has demonstrated substantial performance improvements over the pre-existing signal control scheme. Its real-time nature makes it ideally suited for incorporating real-time information about the presence and movement of buses.

Our approach to bus recognition builds on recent computer vision research in exemplar-based support vector machines (SVM) recognition [23]. This work has produced an general object recognizer that we specialize to achieve real-time detection by exploiting domain specific constraints (e.g., fixed viewing angle, road boundary information, and anticipated scale of the vehicles). The challenge is to be robust to varying illumination and weather conditions, occlusions from other vehicles, and large variations in scale while producing recognition results in real-time.

To train and test the developed bus recognizer, a set of training samples (images) were collected from current video streams at the Penn Avenue and Highland Avenue intersection. A subset of these images were first used to develop a set of bus recognition exemplars. Subsequent evaluation of these exemplars on the remaining image subset has shown near 100% accuracy for recognizing buses close to intersections, with degradation as the distance to the intersection increases. These results span a number of different observation conditions (e.g., rain, snow, night, etc.). In parallel we have analyzed an extension to the Surtrac adaptive signal system designed for reacting to the detection of a bus that is stopped discharging or taking on passengers by shifting to servicing cross traffic in this situation. Using a microscopic simulation of the pilot test area, results show an overall reduction in vehicle travel times through the test site of 3-6% while simultaneously reducing bus travel times.

Although these results are promising, they nonetheless represent "laboratory" results, and current work is aimed at investigating how they translate to the field. The first step will be to install the recognizer at the Penn Avenue/Highland Avenue intersection that our training data was extracted from (using a dedicated processor), and test
its ability to detect stopped bus events in isolation. If performance is determined to be acceptable, we will address hardware and software integration issues with Surtrac, and focus on realizing the above observed throughput benefits. Finally, further extensions will be made to the Surtrac intersection scheduler to further improve traffic flows by additionally incorporating bus prioritization actions in relevant situations.\footnote{This report draws from material that originally appeared in [21, 33]}

1 Introduction

Increasingly, traffic signal control systems are incorporating vision-based vehicle detection. In simple actuated control settings, the detection of waiting vehicles at an intersection can be used to trigger green time on demand for side street traffic. In more sophisticated adaptive traffic signal control systems, cameras are used to sense approaching traffic volumes in all directions and enable dynamic allocation of green time to various signal phases to maximize overall vehicle throughput. However, the ability of adaptive traffic control systems to optimize vehicle flows is limited by the detection capabilities of current commercial technologies. Current commercial video detection systems allow vehicle presence detection and counting based on movement through predefined zones in a video captured from a stationary camera [30], but they do not provide an ability to distinguish between different types of vehicles, in particular between buses and trucks. This distinction is important because buses have a distinct and often disruptive traffic flow pattern that could be exploited if they could be recognized. In current practice, bus detection is possible only through onboard signal transmitters and infrastructure receivers, and these systems are typically only used to implement transit priority.

In this report, we summarize research aimed at recognizing buses from video streams in real-time, and incorporating this information more broadly into adaptive traffic signal control decisions. The starting hypothesis for this work was that by exploiting various domain constraints to simplify the recognition problem, recently developed computer vision techniques for general object recognition can be adapted to effectively detect buses in real-time. As we describe below, we have developed a prototype bus recognizer based on this approach that performs quite well on test images and will be field tested shortly. We have also performed preliminary analysis of the benefit that can be gained by an ability to recognize buses that are stopped discharging or taking on passengers and blocking traffic flow. By imposing a green delay and servicing cross traffic in this situation, we have shown (in simulation) that the Surtrac adaptive signal control system [26] can achieve a 3-6\% reduction in the average vehicle travel times while also decreasing bus travel times [33].

The remainder of the report is organized as follows. In Section 2, we first overview recent related work in object detection and bus detection. This is followed in Section 3 with a description of the hardware system setup that is assumed, including both the limitations of the target computing platform and the set of images extracted from a Traficon camera at Penn Avenue and Highland Avenue to serve as a dataset for training and evaluating the bus recognizer. In Section 4, we then briefly review the exemplar SVM algorithm that provides the basis of our approach and detail the various modifications we have made to boost its performance. Section 5 next analyzes the performance of our system on the extracted dataset. In Section 6, we shift gears and assume that we have the ability to detect the presence of buses, specifically when stopped at a bus...
stop and blocking traffic. We describe the above mentioned heuristic for delaying the corresponding green phase in this case, and present initial simulation results indicating the impact on performance. Finally in section 7 we summarize lessons learned and outline next steps.

2 Related Work

General object detection is a very widely studied topic in computer vision. Recent methods range from using a large number of templates as in the case of ensemble of exemplar SVMs [23], to fewer but structured templates with a deformation model to help express a large set of configurations [12], to a single template as in correlation filters like Maximum Margin Correlation Filters for Vector data (MMCF) [3]. These have shown great improvements for object detection in natural images. This suggests that object detection might be used practically for domain specific data such as traffic intersections. Some of the previous work in this domain has looked at general vehicle detection and classification [4, 7, 6]. These are capable of bus detection but are not tuned for this purpose. Their effort is orthogonal to ours in that we discuss how constraints specific to bus detection can be used to make a general object detection algorithm run fast and have high accuracy. Furthermore, bus detection at traffic intersections using computer vision methods has been studied in more constrained settings such as near the intersection or under good visibility and normal weather conditions [31, 13, 20, 28]. In some cases they also assume knowledge of camera parameters. It is unclear whether these approaches would be able to handle the large variation in scale present when dealing with both near and far buses while being able to run within a reasonable time frame on our computing platform.

Bus detection has been studied with several other sensing modalities such as GPS, RFID and loops placed underground in the detection zone [17, 11, 29]. These require additional equipment on the bus or at the intersection or both. On the other hand, our approach aims to use the computing infrastructure and video camera setup already installed for adaptive traffic control.

An application closely related to ours in that of vehicle and pedestrian detection for autonomous driving [8, 27, 5, 9, 19, 18, 16]. The autonomous driving application is, however, more general due to the articulated nature of pedestrians and fast moving cameras. They do not exploit the constraints available in our data. Also modern systems for this application typically have less noisy cameras with much larger computing power carried by the autonomous vehicle.

Inspired by the developments in general object detection and their successful application to autonomous driving, we propose to use the Ensemble of Exemplar SVM algorithm (ESVM) [23, 22] and then compare its performance with the mixture of deformable parts based model [12]. The structure in our data enables us to adapt these algorithms to both improve detection speed and average precision over novel test images. We have achieved 0.74 average precision using an adaptation of the exemplar SVM algorithm that runs at around 1.37 seconds per frame on the limited computing power available in our practical system. The system is able to detect some tiny buses as shown in Figure 1a and even some occluded buses (see Figure 1b).
3 System description

The system of interest consists of a camera placed over the traffic signal lights, looking down the road. The camera is connected to a computer placed inside the traffic control cabinet. The computer runs the bus detection algorithm and reports detections to the traffic scheduler, which in our case is assumed to be the Surtrac adaptive signal control system. As described in [26], Surtrac also runs on a separate computer in the cabinet at a given intersection (which ultimately will be the same computer running the bus detection algorithm), and issues calls to the hardware controller running the intersection that indicate whether to stay in the same green phase or shift to another.

3.1 The Data

For our purposes in this research, we consider a single traffic intersection. The Traficon camera of interest provides $640 \times 480$ RGB images at up to 30 frames per second. We are, however, aiming for only 0.5 to 1 frames per second for a traffic scheduling application. In other words, two seconds per frame is chosen as an upper bound for an algorithm’s detection time for it to be used in the system. Our system is required to detect buses coming up this road and should ignore buses going down or laterally crossing the intersection. We call this category as “busfront”. The system is required to operate throughout the day and in all weather conditions. We annotated data collected during a sunny afternoon, snowy winter night and a rainy evening. Each of these three image collections were temporally divided into training, validation and test data. This is referred to as the All Weather dataset. A single ensemble of SVM and Mixture of deformable parts based model was trained on the entire training + validation data.

To give the reader a feel for the challenges presented by this data we have provided three examples in Figure 2. We find occlusion, illumination change, large variation in scale and large amount of noise as the major obstacles for our outdoor application.

Table 1 and Table 2 summarize relevant statistics for this dataset. Near and far here refer to buses near the intersection and far from the intersection respectively. Nearness
<table>
<thead>
<tr>
<th></th>
<th>Training</th>
<th>Validation</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td># images</td>
<td>2714</td>
<td>845</td>
<td>1293</td>
</tr>
<tr>
<td># buses (near)</td>
<td>352</td>
<td>279</td>
<td>384</td>
</tr>
<tr>
<td># buses (far)</td>
<td>267</td>
<td>259</td>
<td>272</td>
</tr>
</tbody>
</table>

Table 1: All Weather dataset statistics - Dataset size.

<table>
<thead>
<tr>
<th></th>
<th>Noon</th>
<th>Evening</th>
<th>Snowy night</th>
</tr>
</thead>
<tbody>
<tr>
<td># images</td>
<td>483</td>
<td>386</td>
<td>424</td>
</tr>
<tr>
<td># buses (near)</td>
<td>143</td>
<td>155</td>
<td>86</td>
</tr>
<tr>
<td># buses (far)</td>
<td>147</td>
<td>67</td>
<td>58</td>
</tr>
</tbody>
</table>

Table 2: All Weather dataset statistics - Number of buses and images in the three weather conditions in the test set.

to the intersection is determined by the upper y coordinate of the bounding box. An upper y coordinate less than 80 corresponds to a bus far from the intersection while an upper y coordinate more than 80 corresponds to a bus near the intersection. This boundary line is illustrated in Figure 2.

3.2 Computing Platform

The application targeted in this report is bus detection at traffic intersections. We believe that a decentralized solution, where the detection algorithm runs at the intersection, is more scalable than a centralized server processing images from several intersections. Our solution for “busfront” detection should therefore be able to run reasonably fast on a computer that can be deployed at this intersection at a low cost. Such a computer has to be of a small form factor and should withstand extreme heat and extreme cold. We use the EPC-2020 fanless computer with the D525 Intel Atom processor. This processor features a dual core intel atom with each core at 1.8Ghz with hyper-threading. A small cache size of 1MB influences the run time greatly. We use 2GB of DDR3 memory in this computer. It is important to note that it is not equipped with a GPU nor does the D525 have a OpenCL capable graphics chip leaving only the CPU for object detection processing.

Figure 2: The dataset is challenging because of noise, large change in illumination, heavy occlusions and large variation in object size in image. The yellow line indicates the boundary (based on the upper y coordinate) between buses near the intersection and buses far from the intersection.
4 Our Approach - Ensemble of Exemplar SVM + Domain Constraints

We detect buses in individual images independently. The bus detection procedure searches through boxes in the image trying to find boxes containing buses. This is followed by a post processing step called local maxima suppression that removes redundant detections. The above is commonly referred to as the sliding window approach and is a very popular approach used by object detection methods.

We choose the exemplar SVM (ESVM) algorithm to decide bus presence/absence inside each box. This choice is made because the simplicity of the ESVM algorithm enables us to take advantage of domain constraints. We first briefly review the ensemble of exemplar SVM algorithm (ESVM) in the context of binary classification.

The ESVM algorithm learns a bag of hyperplanes. Each hyperplane separates a fixed positive training example from all the negative training examples. It then classifies a test example as positive if any of the hyperplanes classify it as positive, negative otherwise.

Each hyperplane is trained as a Support Vector Machine\cite{2} using hard negative mining\cite{12}. Each hyperplane is identified by the one positive example used to train it. The ensemble is effectively a max pool of these independently trained hyperplanes. If $w$ and $b$ are the hyperplane slope and offset, then $w^T x + b$ is the SVM confidence score for bus presence.

These hyperplanes are calibrated to suppress those which are performing badly and strengthen those which are performing well on the training data. Platt calibration \cite{24} is generally used for this purpose.

The hyperplane is learnt over gradient based image features called Histogram of Oriented Gradients \cite{10}. These features are popularly used for object detection and capture local gradient properties and normalize them for illumination invariance.

We next discuss how domain constraints were incorporated into this framework.

4.1 Not a General Object Detection Problem

The exemplar SVM algorithm was developed for general object detection in natural images from the internet. It incorporates techniques such as multi-scale HOG pyramid and add flip detection (reflect the image horizontally and repeat the detection process) to handle novel object sizes (unseen in training data) and view point change. In its general form it is computationally very expensive and runs at almost 200 seconds per frame on our test machine. To increase detection speed we exploit the fact that all possible object sizes are already captured in the training data. Thus the multi-scale HOG pyramid can be replaced by single scale HOG features. In other words, each exemplar searches for buses of its own size. Removing the HOG pyramid increases the average precision by reducing the number of false positives. It reduces the computation time to around 15 seconds per frame.

Similarly, the add flip detection trick is unnecessary for our problem as the camera is stationary with respect to the road. Disabling it gives almost 2X boost to detection speed but does not significantly affect detection accuracy.
4.2 Exploiting the Stationary Camera

The stationary camera can be exploited further to hand pick the region of interest (road lane) in the image using a simple crop operation. It also yields a pattern between the $y$ coordinate and the bus size. Small buses occur at the top part of the region of interest, while large buses occur at the bottom. We use this information by dividing the region of interest into two zones - near zone (zone 1) and far zone (zone 2). An exemplar is chosen to fire inside the far zone if and only if the corresponding positive example belongs to that zone in the training image. If not, it fires inside the near zone. We notice that small buses operating on zone 2 correlate much faster with the HOG image due to their small size, while large buses operating on zone 1 correlate very slowly but still faster when compared to correlating all the examples on the entire lane. This division also eliminates a few false positives because perspective distortion is the only reason for change in bus size in our dataset. Small buses are always found at the back end of the road (zone 2) while large buses are always found near the intersection (zone 1). The drop in recall due to this division is small if we provide for a small overlap between zone 1 and 2. The zones are marked by hand and made constant. At this stage the algorithm takes about 4.3 seconds per frame on our computing platform.

4.3 Randomly Sampling Models Per Zone

The correlation of exemplar models with the HOG image is the most expensive step in the detection pipeline. The small cache size on our computer makes the matrix multiplication form of this correlation more expensive than a multi threaded correlation popularly used by both Exemplar SVM (for small number of exemplars) and DPM. This operation requires computing time which increases with the number of exemplar models. We therefore randomly sample a fixed number of models per zone to fit within any time constraints imposed by the traffic scheduling algorithm. We analyze the impact of sampling 100 to 200 models per zone. The result of randomly sampling models is a decrease in average precision and a significant increase in detection speed.

4.4 Weibull Calibration

The magnitude of noise in the data makes it hard to provide good ground truth annotations. This noise combined with the small bus sizes means that some exemplars will generalize very poorly. This makes the calibration step very important as it can suppress the bad exemplars and strengthen the good ones. Platt calibration [24] is generally used to calibrate exemplar SVMs. It fits a sigmoid over points $(x, 1 - \epsilon_+)$ for all detection scores $x$ corresponding to true positive detections, and $(x, \epsilon_-)$ for detection scores corresponding to true negative detections. We find that exemplars corresponding to small buses are suppressed more heavily than required leading to poor performance on test data for buses farther away from the intersection. Recent work has proposed extreme value theory based calibration [25] which only requires scores from the non match distribution (negative SVM scores). These are the negative scoring points and are used to fit a weibull distribution. The cumulative density function of the fit distribution is used to map SVM scores to probability values. The intuition behind this approach is that the maximum, of a set of points sampled iid from a distribution, is a random value drawn from one of three extreme value distributions. If the random variables are bounded then the maximum is a draw from a weibull distribution. This was first applied to SVM calibration in [25]. We attempt to use it because, unlike Platt cali-
<table>
<thead>
<tr>
<th>Approach</th>
<th>Average Precision</th>
<th>Run Time per frame (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ESVM+Domain</td>
<td>0.840</td>
<td>4.269 ± 0.547</td>
</tr>
<tr>
<td>DPM - 12 components</td>
<td>0.861</td>
<td>Out of Memory</td>
</tr>
<tr>
<td>DPM - 8 components</td>
<td>0.882</td>
<td>Out of Memory</td>
</tr>
<tr>
<td>DPM - 4 components</td>
<td>0.836</td>
<td>75.992 ± 0.4365</td>
</tr>
<tr>
<td>MMVCF</td>
<td>0.715</td>
<td>39.405 ± 0.126</td>
</tr>
</tbody>
</table>


<table>
<thead>
<tr>
<th>Approach</th>
<th>Average Precision</th>
<th>Run Time per frame (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ESVM+Domain</td>
<td>0.840</td>
<td>4.269 ± 0.547</td>
</tr>
<tr>
<td>No Zones</td>
<td>0.837</td>
<td>5.739 ± 0.599</td>
</tr>
<tr>
<td>No Zones and No Lane Cropping</td>
<td>0.804</td>
<td>15.103 ± 0.501</td>
</tr>
<tr>
<td>No Calibration</td>
<td>0.783</td>
<td>4.169 ± 0.427</td>
</tr>
<tr>
<td>Platt Calibration</td>
<td>0.725</td>
<td>4.089 ± 0.366</td>
</tr>
<tr>
<td>Multiscale HOG pyramid and detection</td>
<td>0.813</td>
<td>29.954 ± 1.373</td>
</tr>
<tr>
<td>With Image flip</td>
<td>0.837</td>
<td>8.033 ± 0.658</td>
</tr>
<tr>
<td>Sampling 100 models per zone</td>
<td>0.732 ± 0.007</td>
<td>1.369 ± 0.130</td>
</tr>
<tr>
<td>Sampling 200 models per zone</td>
<td>0.829 ± 0.004</td>
<td>2.627 ± 0.386</td>
</tr>
</tbody>
</table>

Table 4: Impact of domain constraints - Average Precision and Run time on EPC-2020.

5 Performance Analysis

The performance of our system was quantitatively evaluated in laboratory where we trained on the training images and tested on the test images of the all weather dataset. We tested the impact of each of our modifications on this dataset and also compared our performance with that of the Deformable Part based Model (voc-release5) object grammar based object detection [14] and the maximum margin correlation filter on vector data (MMVCF) [3]. We are interested in achieving high precision for moderately high recall so as to help the traffic scheduler but not mislead it. This fact will later be used in selecting a threshold based on score analysis.

In this experiment “ESVM+Domain” refers to the Exemplar SVM algorithm op-

---

2voc-release5 deformable parts model code had to be modified to handle the large scale variation in our dataset. We added two extra octaves for detection. We further let the algorithm discard training images smaller than 1500 pixels when compared to 3000 pixels used originally. The later is necessary to learn a small enough model such that two extra octaves will enable it to scale down to the smallest buses in our dataset. In the absence of this modification recall for buses far from the intersection is zero. We also crop the lane to make the comparison with our approach fair.
The effect of cropping and dividing lane into zones.

Comparing Weibull calibration, no calibration and Platt calibration.

Effect of removing the multiscale HOG pyramid.

Figure 3: Precision Recall for Laboratory Experiments. “ESVM+Domain” is Exemplar SVM operating on a cropped image, with two zones, without image flip add detection, without model sampling, without a HOG pyramid, with weibull calibration. “No Zones” is the same except that the image is not divided into two zones. “No Zones and No Lane Cropping” is the same as “No Zones” except that the image is not cropped to focus on the lane. “No Calibration” is the same as “ESVM+Domain” but does not use any form of exemplar calibration, while “Platt Calibration” uses Platt Calibration instead of Weibull Calibration. “Multiscale HOG pyramid” is “ESVM+Domain” using a multiscale HOG pyramid instead of single scale HOG features.
Figure 4: Comparison between ESVM+Domain and DPM (12 components and 8 components).

Figure 5: Comparison between ESVM+Domain and MMCF on vector data.
erating on the predefined region of interest (start (185,15) to end (450,315)), using 2 zones without the multi scale HOG pyramid and without the “detect add flip” trick. It uses all models in each zone without random sampling. The zones are defined using their y coordinates. The near zone extends from 60 pixels to 315 pixels. The far zone extends from 15 pixels to 100 pixels.

Figure 4 compares ESVM+Domain and DPM with 8 and 12 components. 12 components performed best on the validation dataset but we also illustrate the result for 8 components to signify that this parameter is not very critical for accuracy. Average precision and runtime per frame for DPM are shown in Table 3. We observe that DPMs perform a little better than ESVM+Domain but are unable to run on our targeted computing platform due to small memory limits. DPM with fewer mixture components is able to run on our computer but is slower than the targeted 2 seconds per frame detection speed. Arguably, several modifications could be made to the voc-release5 implementation akin to those described in this paper to achieve similar detection speeds. But we used the ESVM instead as its simplicity makes these modifications more intuitive and easy.

Figure 5 compares ESVM+Domain and MMVCF. MMVCF uses the same HOG features used for ESVM+Domain and DPM. We trained the MMVCF with parameters $\alpha = 1e^{-3}, \beta = 1 - \alpha, C = 1$ and a positive bias of 10. The resulting template was used to detect images using sliding window search without add flip detection, using a multi scale HOG pyramid with min scale 0.01 and max scale 6. The large value of max scale is required to detect small buses in our dataset at the cost of a very slow detection speed. To make the comparison with our approach fair we provide MMVCF with the region of interest discussed in section 4.2. Our method outperforms correlation filters. We believe that this is because of the large variation in bus sizes in our dataset as correlation filters perform comparably for buses near the intersection (Average precision 0.95 for correlation filters when compared to an average precision of 0.98 for ESVM+Domain) but poorly for buses far from the intersection (Average precision 0.28 for correlation filters when compared to 0.59 for ESVM+Domain).

We next examine the impact of the several domain constraints incorporated in this paper. Figure 3 show the precision recall curve for ESVM+Domain and with each of the modifications removed. This analysis helps understand the impact of each domain constraint in the final system. Table 4 contains the runtimes per frame and the average precision for all the cases discussed in Figure 3. In particular, removing the HOG pyramid gives an enormous boost in runtime with no compromise in accuracy. ESVM+Domain, without the HOG pyramid, is able to retain high precision with significant increase in recall relative to ESVM+Domain with the HOG pyramid. Dividing the image into two zones does not harm average precision and contributes to an increase in speed. The loss due to sampling models is not terrible and the gains in computing time are significant. Figure 6 shows two consecutive frames in our dataset with the bus in exactly the same position. Sampling models leads to the bus being missed in one case but detected in another. Disabling the “detect add flip” trick is virtually harmless. Weibull calibration performs better than Platt Calibration. Infact, we find that not calibrating the hyperplanes performs better than using Platt calibration. This might be due to Platt calibration overly suppressing some exemplars making their scores go below that of overlapping false detections from other exemplars.

We further analyze the laboratory results by dividing the data into two categories - Near the intersection and far from the intersection. The precision recall curves (see

---

3This usage of near the intersection and far from the intersection is not the same as that used in section
Figure 6: Effect of sampling. The same bus detected in one case but missed in another.

Figure 8) for these show that we are close to a 100% accurate near the intersection but are doing much worse farther away. This division into two categories also gives insight for the difference in performance between Weibull Calibration and Platt Calibration (see Figure 9). Near the intersection, Weibull calibration scores an average precision of 0.98 while Platt calibration scores 0.96. On the other hand, far from the intersection Weibull calibration scores 0.59 against 0.10 for Platt Calibration. The comparison further illustrates that for buses far from the intersection weibull calibration is able to maintain precision more than 0.8 for recall around 0.4 which is important to avoid confusing the traffic scheduler with a large number of false positives. The difference in performance between these two calibration techniques is explained by noticing that Weibull calibration only requires negative scores which are obtained easily by correlating the model with background data. Platt calibration requires a few positive and a few negative detections. Positive detections are hard to obtain for exemplars corresponding to small buses far from the intersection. These exemplars are therefore not correctly calibrated by Platt calibration.

Based on the performance analysis presented in this section, we decide to use \textit{ESVM+Domain+100 models per zone} as it provides a good tradeoff between detection time and detection accuracy. More importantly it runs within the 2 seconds per frame time limit mentioned in section 1. We next quantify the behavior of this approach in the three weather conditions constituting our All Weather dataset. Table 5 measures their average precision averaged over 10 runs on buses near the intersection. We restrict our study to buses near the intersection so that differences is visibility range (which influence the ground truth annotations far from the intersection) do not bias the results. We interpret these quantitative results as suggesting that our system is reasonably effective in all the three weather conditions.

We next present an analysis of the scores generated for true positives and false positives. This is important to pick a good threshold for the exemplar SVM scores. The score histogram for true positives and false positives is shown in figure 7. This suggests that the high score for the false positive shown in figure 1b is not a big problem. We can maintain high precision with moderately high recall using a conservative threshold of 0.98. This generates the detections shown in figure 10. We are able to detect occluded buses, small buses, buses in bad lighting conditions while avoiding false positives due

\footnote{4.2, but matches the usage in table 1.}
Figure 7: Score Analysis. Blue histogram bars correspond to true positives and orange histogram bars correspond to false positives.

<table>
<thead>
<tr>
<th>Weather type</th>
<th>Average Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>Noon</td>
<td>0.92 ± 0.01</td>
</tr>
<tr>
<td>Evening</td>
<td>0.97 ± 0.01</td>
</tr>
<tr>
<td>Snowy night</td>
<td>0.96 ± 0.01</td>
</tr>
</tbody>
</table>

Table 5: Performance across different weather conditions on buses near the intersection.

to trucks and crowded streets. The system makes mistakes in the form of missed detections either due to sampling 100 models, the conservative threshold of 0.98 or tough cases such as very small buses, out of plane rotations and heavy occlusion. We also see some false positives due to cars/pairs of cars and occasionally due to trucks. Failure cases are shown in figure 11.
Figure 8: Detection performance near the intersection and far from the intersection for “ESVM+Domain”

Figure 9: Platt Calibration vs Weibull Calibration - Difference in performance at different ranges
Figure 10: Good detections by our system with threshold 0.98. It is able to detect small buses, occluded buses and buses in bad lighting conditions while avoiding false positives in heavy traffic (middle right) and trucks (middle middle).
Figure 11: Bad detections by our system with threshold 0.98. It misses buses more often in difficult situations (top row and middle left - blue boxes). False positives occur with certain car configurations and occasionally with trucks (bottom row, middle middle and middle right - red boxes).
6 Bus Disruption Management

As a first use scenario of the ESVM-based bus recognizer, we have investigated the application of reacting to bus-induced disruptions in traffic flow. We define a flow disruption generally as a situation where traffic movement is fully blocked for some time interval during a green phase at the intersection. A common cause of a flow disruption that is frequently observed at the East Liberty pilot test site is that of a bus stop. Due to long dwell times of buses when picking up or dropping off passengers [15], bus stops often significantly reduce the capacity of an intersection, and can have a major impact on vehicle delay. The congestion caused by a bus stop can also impose unexpected delays on subsequent buses.

To evaluate the potential benefit of an ability to recognize this situation, we propose an extension to the Surtrac adaptive signal control system that takes this information into account. In brief, Surtrac implements a decentralized approach to real-time traffic signal control. At its core is a novel intersection scheduling algorithm [34], which is used to determine the local allocation of green time to different phases at any given intersection on a cycle-by-cycle basis. The planned outflows that follow from a generated intersection schedule are then communicated to the intersection’s neighbors to achieve coordinated, network-level behavior [32].

To produce a basic bus disruption management strategy, the intersection scheduling algorithm is modified to explicitly delay allocation of green time in the direction of the stopped bus. Specifically, an earliest start time $est_{n,i} \geq 0$ is imposed for each disrupted flow on incoming road segment $n$ in phase $i$ (essentially enforcing a delay of $est_{n,i}$) when the current inflows (vehicle platoons) are constructed for the local scheduler. Using this strategy, the SURTRAC scheduler provides a more accurate result when the disruption persists longer than the time $est_{n,i}$. The larger the value of $est_{n,i}$, the more likely it is that the new schedule will switch to serving the next phase early, though if there are many more vehicles in the current flow, the schedule will remain in the current phase. If the phase is switched, this strategy might impose some additional delay on the currently disrupted flow (if minimum green time constraints prevent switching back before the disruption is over). However, in this case the scheduler might service the current flow longer in the next cycle, as other flows will have been largely cleared. This strategy is expected to both reduce overall congestion and to reduce the delay for buses in the flow as well. In contrast, transit signal priority schemes, which often cause vehicle delays [1], might also suffer from congestion, since buses are sharing the flow.

To evaluate the impact of this disruption management strategy, we utilize a microscopic simulation model of the Surtrac pilot test site in the East Liberty area of Pittsburgh. The pilot test site, which is shown in Figure 12, is modeled using the SUMO (Simulation of Urban Mobility) traffic simulator.

Several bus transit lines move through the pilot test site on Penn Avenue. As shown in Fig. 13a, there is a bus stop at the Penn Avenue and Highland Avenue intersection in East Liberty, and buses dwelling at the stop often cause disruptions on this road segment. For an incoming road segment $n$ in phase $i$, a flow disruption is identified if the following condition is observed: the queue blocking state $QB_{n,i}$ is on, and no vehicle departs from the road segment for $t_{NM}$ seconds during the green time. Figs. 13b and 13c give simulation results for average vehicle and bus travel times (in seconds), with and without use of the basic disruption management strategy. The vehicle travel times are averaged over all vehicles in the network. Here the bus frequency is assumed to be

---

4http://www.sumo-sim.org
Figure 12: The East Liberty pilot test site with nine signalized intersections (A-I).

(a) Bus stop blocking traffic.  
(b) Vehicle travel time (in secs).  
(c) Bus travel time (in secs).

Figure 13: Disruption caused by stopped bus and results for vehicle and bus travel times, with and without the basic disruption management strategy.
20 buses per hour, which is quite close to actual bus traffic along the road segment DA. We assume that a stopping bus can be detected in 2 seconds (as per the requirements imposed in developing the bus recognizer) and consider different flow conditions and dwell times. Cases I and II have the same flow condition, with bus dwell times of 10 and 30 seconds, respectively. In case III, the flow is increased by 10%, and the bus dwell time is set at 30 seconds. For the vehicle travel time, cases II and III are significantly improved, whereas case I is only slightly improved. For the bus travel time, Case II and III are also improved, but case I is worse. Thus, this strategy is more likely to improve both vehicle and bus flows if the bus dwell time is longer.

7 Conclusion

This project has investigated the adaptation of recently developed techniques for object recognition in computer vision to the problem of detecting buses in real-time from commercial video camera image streams, and incorporation of this information into an adaptive traffic signal control strategy. Specifically, we experimented with Exemplar SVM (ESVM) Models, Deformable Parts Models and Maximum Margin Correlation Filters, three popular object detection algorithms, and developed a prototype ESVM bus recognizer capable of operating within the real-time requirements of the Surtrac adaptive signal control system. Performance analysis of this prototype system in laboratory experiments show that its use of domain constraints can achieve almost 100% accuracy on buses near the intersection, with acceptable degradation for buses further upstream. Complementary analysis with an extension to the Surtrac adaptive traffic signal control system showed that if one assumes an ability to detect buses stopped and blocking traffic in real-time, then it is possible to achieve a non-trivial improvement in vehicle travel times by servicing cross traffic without compromising bus throughput.

Our future plans are to turn these technology demonstrations into an operational system and realize these benefits in practice. The first step will be to test the ESVM recognizer’s real-time detection capability. Our short term plans call for installation of the recognizer (running on its own separate processor) at the Penn Avenue/Highland Avenue intersection in East Liberty and a performance test of its ability in the field. We will run the system for an extended period, record bus detection events, and then retroactively compute the false negatives, the false positives and overall accuracy. We expect that this field test may uncover additional technical issues and lead to further refinement of the recognizer. Once performance is determined to be acceptable we will proceed to integrate the detection system with the Surtrac system that is currently controlling this intersection. Specifically, we will repeatedly extract image frames from the video stream and consider consecutive recognition events at the same designated bus stop location together with phase information to determine that a bus has stopped for passenger discharge and/or on-load. In such circumstances, the green delay heuristic will be used to modify the default behavior of the Surtrac intersection scheduling algorithm. Similar bus presence and phase information will also be used to determine if/when transit priority is appropriate, and modify the Surtrac intersection scheduler accordingly. At the hardware level, we will determine processor requirements to support both Surtrac and the bus recognizer, and develop an integrated communication infrastructure.
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